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ABSTRACT

Unsustainable human behavior has significantly contributed to the contemporary global biodiversity crisis. In order to mitigate this, it is crucial to study the underlying factors that have resulted in such behavior. Conservation culturomics is an emerging research method that uses digitally available data to gain insights on human-nature relationships at relevant spatial and temporal scales. This method also provides a cost-effective mechanism to inform people-centric conservation policy. Depending on the research question, the data collection and analysis can be tailored, taking advantage of recent advances in information technology. While it is most often applied to global studies, conservation culturomics can also be applied at a regional scale to gather vast volumes of data that represent context-specific human values towards nature. Examination of case studies from South Asia demonstrate the range of potential subjects that culturomics studies can examine, including marine megafauna (whales), avifauna (vultures), and habitats (wetlands). Conservation outcomes of culturomics research are broad, and can include: ecosystem services valuation to motivate habitat restoration, spatial and temporal variation in whale sightings to inform ecotourism guidelines and management, and public perceptions of vultures to inform awareness and outreach initiatives. The major impediments to conservation culturomics in regions such as South Asia are socio-economic biases among internet users and the need for sophisticated technological knowledge; however, with the increasing accessibility of the internet, this is set to change in the future.
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1. INTRODUCTION

Anthropogenic pressures such as land-use change, pollution, climate change, overexploitation of natural resources, introduction of invasive species and others have resulted in a global biodiversity crisis [1]. In recognition of the anthropogenic influence on biodiversity, the field of conservation science has evolved to incorporate human dimensions to inform improved conservation practice and policy [2,3]. A major factor influencing the effectiveness of conservation initiatives is public attention and interest in biodiversity, as this determines the extent to which people will support and comply with the initiative [4]. In the contemporary context, however, people are increasingly alienated from nature, as a result of which there is a loss of public recognition of its importance and a consequent lack of public support for conservation initiatives [5]. An understanding of the current status, trends, and future directions of human perspectives towards nature can, thus, advance conservation outcomes by revealing underlying reasons for behaviors that affect biodiversity, as well as potential conservation practices and policies that would be acceptable to stakeholders [6]. However, considering the paucity of funding available for conservation research as well as the resource-intensive nature of traditional social science research methods, data collection on human-nature interactions has been limited [3].

Conservation culturomics is an emerging research method that harnesses digitally available data to study human-nature interactions and public attitudes, beliefs, and perceptions towards nature at relevant spatial and temporal scales. The contemporary ‘information age’ has ushered in an expansion of connectivity and online interactions which leave digital traces of individual users’ interests and attitudes, thereby allowing human culture to be captured in the virtual realm [3]. As a result, the digital database contains vast volumes of user-generated information with the potential to reveal insights into human attitudes and behaviors towards nature and conservation. Through passive crowdsourcing of data, such as web search frequency, number of page visits, engagement with social media content, geo-tagged images, videos, and others, culturomics allows researchers to extract information on human values and their impact on conservation outcomes with limited investment of resources [3,4]. While this area of research is still in its nascent stages, there has been a rise in the number of academic publications that mine data from social media platforms, web pages, online news media, search engines, and other sources to quantify and analyze societal interest in conservation-related topics [7]. Recent advances in artificial intelligence (AI) and machine learning have allowed for automation of the collection and analysis of large volumes of digital data, thereby easing the way for future research and applications of conservation culturomics [8]. This review will provide an outline of conservation culturomics as an emerging research method, with a focus on the processes involved, benefits and drawbacks, and case studies. While most of the studies that employ this method take advantage of the global reach of the internet, this review specifically highlights its potential applications at a regional scale, using examples from South Asian countries.

2. APPLICATION OF CONSERVATION CULTUROMICS

Culturomics can be used to study a wide range of conservation-related topics, including species awareness, preferences for nature-based recreation, trends and dynamics of conservation interest, perspectives on wildlife trade, cultural salience of specific species or regions, and reactions to conservation-related policies [7,8,9]. While it is important to define the scope of the research topic, culturomics remains a highly iterative process which requires frequent revisions to the research scope and methodology. Correia et al. [8] summarize the main stages in the decision-making process for determining the research framework of a conservation culturomics study to be: definition of scope, identification of data type, selection of data sources, and selection of an appropriate analytical approach (Fig. 1).

The research design of this method is based on using collections of digital data (corpora) to generate structured data sets that can be analyzed to address the research question [8]. The two main types of data analyzed in conservation culturomics are 1) content, and 2) engagement with content. Data can be extracted from a variety of corpora, such as web pages, digitized books, news media, digital
encyclopedias (like Wikipedia), social media, and video-sharing platforms. This further varies by spatial and temporal scale. Data can be spatially segregated based on internet protocol (IP) locations, geolocation tags, publisher country, and other indicators. It can be temporally segregated based on time of creation or publishing for content-based research, and by time of search, comment, share, like or review for engagement-based research [8].

The raw data can be collected from data aggregation platforms or from multiple individual platforms. This data can be made accessible through dedicated application programming interfaces (APIs) or online interfaces for data access. While some sources provide free, pre-analyzed data, others may charge a fee for access. Another option is web-scraping (automatically extracting data directly from websites); however, this requires familiarity with the terms of services as well as detailed understand of web architecture and programming languages. Having collected the raw data, it is important for the researcher/s to use filtering algorithms or other methods to remove irrelevant entries, such as data points collected for homonyms of the search term. For the duration of the study, adequate and secure data storage must be ensured to account for possible changes in accessibility of the online data source [8].

While engagement-related data can often be mined in a pre-analyzed format, content-related analysis requires the use of specifically tailored software to extract suitable data [9]. Deep learning provides tools to streamline the analysis process by employing artificial neural networks that can be taught (through programming) to perform certain tasks on input data to produce desired output data. In the case of textual data, natural language processing (NLP) methods can be used to extract useful information from the raw data through techniques such as automatic language identification, sentiment analysis (classifying text language as negative, neutral, or positive) or name recognition [8,10,11]. Visual data can also be analyzed using computer vision, which can be applied to automatically identify specific features, images, and patterns in images, or generate descriptions of the images that can be analyzed using textual methods [3,8,12].

Following this, statistical analysis can be conducted to draw inferences from the selected dataset. The main features of the data can be summarized through descriptive statistics and presented in graphical forms [8,13]. Network analysis can be used to explore how ideas, opinions, and/or values disseminate within social networks and how online communities form around specific topics or positions [3,8]. Furthermore, inferential statistics such as regression analysis can be used to study how the conservation-related metric under consideration relates to other variables of interest, including cultural, geographic, and social factors [14]. Temporal analysis can be conducted by visualizing time series data and exploring patterns in the same. Software packages like R allow for the decomposition of time series data into its different elements (long term trend, short term seasonal and cyclical components, and random variations), thereby providing for enhanced analysis [8]. Temporal trends can also be analyzed in the form of patterns of interest in a topic with reference to a particular event or time frame. Spatial analysis can be conducted with the use of geographical information systems (GIS) to visualize the distribution of data points. Point location data can be extracted in the form of IP addresses or geo-tagged map locations which can be plotted directly on a map to analyze spatial characteristics of the data. In cases where country or region level data is available, the attribute in consideration (e.g., frequency of searches) can be visualized by assigning values to each region based on the data collected [15].

The findings from the selected method can then be studied in the socio-cultural context of the region and time period under consideration, to further enhance the understanding of attitudes towards the topic. In order to illustrate the potential applications and value of conservation culturomics, the following section examines case studies from diverse taxa and habitats in South Asia. There has been limited use of the method in this region, and the selected studies depict examples of recent research that adopts uniquely tailored approaches to address their research objectives.
3. CASE STUDIES

3.1 Wetland Visitation in India

Sinclair et al. [16,17] employed conservation culturomics to study public attitudes towards the Vembanad Lake and adjacent backwaters in the state of Kerala. They used geo-tagged images posted by users of the image and video hosting service Flickr to study spatial patterns in nature-based recreation and perform an ecosystem services (ES) valuation of the lake. With this information, they also assessed the impact of changes in water quality of the lake on recreational use, using data produced by the Kerala State Pollution Control Board (KSPCB). The raw data for this study was extracted as metadata for photographs published by Flickr users who visited the lake. These were selected from the publicly available Flickr photographs geotagged within a 60-meter buffer area of Kerala’s wetlands and extracted from Flickr’s API using a code developed for this specific application in the R programming language. Using this data, the spatial patterns of recreational usage of the lake were mapped and visualized via GIS, and the Optimized Hot Spot Analysis tool was applied to identify the areas of interest. For the ES valuation of the lake, the researchers employed the travel cost method which estimated the recreational value of the lake based on the cost of travel for average visitors. They determined the home location of each user who visited the lake either through the publicly disclosed location on their user profile, or through approximation based on the geotags on all their photographs. Through spatial analysis, the researchers assigned unique home locations to each user based on activity within their assumed home district. Following this, travel distance and travel time was estimated, which allowed for calculation of the value of recreational benefits of the lake and surrounding wetlands. The third component of the study involved temporal analysis to investigate the impact of changes in water quality on visitation rates. This analysis, combined with the aforementioned ES valuation, allowed them to determine the potential increase in consumer surplus or value to visitors that could result from improvements in water quality as well as lake restoration. By highlighting the economic benefits of improved water quality, the findings from this study can provide empirically-backed motivation for authorities to invest in lake restoration measures with benefits for biodiversity.

3.2 Whale Watching in Sri Lanka

Bandara and Bandara [18] used tools of conservation culturomics to study images related to whale-watching related tourism in Sri Lanka. The data collected for this study included photographs and metadata from the Flickr API that was extracted using a Python script written by the researchers. They mined data by filtering...
with the keyword “whale” and the place identifier “Sri Lanka”. Following this, the data was interpreted through content analysis, mapping of geo-tagged whale photographs, temporal distribution of photographs, demographic data of users, and analysis of social-tags of photographs. The content analysis was manually conducted to classify the photographs based on categories such as human activity, animals, accommodation, natural phenomena, and others. Researchers also selected photographs including whales to plot the spatial distribution of whale sightings. The temporal, demographic, and social tag analysis was also conducted using custom Python scripts to arrive at descriptive statistics that summarized the data. Through these methods, the researchers found the popular social-tags among photographers and determined their demographic characteristics from the user metadata. Researchers also identified the main categories of attractions that interested whale-watching tourists and found Mirissa (in the Southern Province) to be the hotspot for whale sightings in Sri Lanka. In addition to this, the study described the time and month during which most of the photographs with whales were posted, indicating the ideal time for sightings. These findings can, thus, be used by boat tour operators and tourism policy makers to decide the most appropriate time and area to conduct activities for tourists. Despite representing a wide spatial and temporal range, this study was conducted with limited investment of resources, illustrating the potential for conservation culturomics to inform improved management of the ecotourism industry. They could also extract spatial patterns for the distribution of whales in the region [18]. In addition to conservation culturomics, this study is an example of iEcology- as it reveals insights into ecological knowledge based on user-generated data [19].

3.3 Vulture-Related Content in Nepal

Ghimire et al. [20] used photographs posted on Facebook, the online social media and networking service, to analyze spatial and temporal variations in vulture-related content. Considering the cultural importance of vultures as a symbol of power and insight in the South Asian context, they mined and analyzed photographs posted on Facebook within a specific temporal frame and location (Nepal) using “vulture” and the names of each species as keywords. The researchers manually filtered the dataset to identify relevant data points and identify vulture species, and conducted sentiment analysis by rating the captions on each post as positive, neutral, or negative. They also depicted the spatial distribution of vulture-related content using GIS to visualize the districts from which vulture photographs were posted and those from which they were not. This revealed that all districts towards the western region of the country logged vulture posts while some districts in the east did not, reflecting the spatial variations in vulture density. Researchers also identified the most widespread species based on its frequency of presence in photographs (another example of iEcology). All the captions were either rated positive or neutral in sentiment. In addition, the study found a temporal increase in the number of vulture-related posts however this could be attributed to the overall rise of internet users in Nepal over time [20]. By presenting spatial and temporal trends in vulture-related content along with analysis of sentiments, the results from this study can be used to gauge public perceptions about vultures in different regions, along with changes over time. This has the potential to inform vulture conservation awareness groups about public interest in vulture, thus, allowing them to design more effective campaigns.

4. DISCUSSION

While a large proportion of conservation culturomics studies have been conducted at a global scale or at a country-level in the USA, Australia, Brazil and others, the case studies above [16,17,18,20] demonstrate the applicability of this research method in a South Asian context. Research design can be specifically tailored to suit the study area by using geotag filters or by using keywords in regional languages [21]. The major benefit of the method is that it allows for research to be conducted over a vast spatio-temporal scale without the investment of time and resources that would be required for such a study using traditional social and natural sciences research methods. For example, in their study of the impact of water quality on recreational visitation, Sinclair et al. [16,17] collected digital data from 81 wetlands across Kerala between 2008 and 2016. An equivalent study using traditional methods would have required the researcher to visit the sites during the timeframe to document visitation rates. Another benefit is that the method allows large volumes of big data to be mined with the help of AI and machine learning. This significantly simplifies the process and allows for automation.
It also allows for replicability as the same study can be repeated by different authors using the digitally available data, which would further verify the findings. Additionally, there is potential for real-time monitoring of human-nature interaction by taking advantage of technological advances in data mining. This would allow for the implementation of more proactive conservation measures. The metadata recorded along with user-generated data also allows for near-accurate analysis of spatial trends. As illustrated by Bandara & Bandara [18] and Ghimire et al. [20], culturomics studies can also reveal insights into the ecology of study species based on digitally available data (a field known as iEcology). This is particularly valuable in locations where field access or funding to conduct conventional field research may be limited.

Despite the advantages of conservation culturomics, there are significant disadvantages that may hinder its wide application in South Asia at present. One is the low level of internet penetration in the region. Only 58.8% of the global population has access to internet connectivity and the value for the South Asian region is significantly lower [7]. Despite the high number of individual internet users in the region, the percentage of the total population with access to the internet in South Asia remains low. This is further skewed by socio-economic factors that determine internet access [22]. Low internet accessibility would likely result in conservation culturomics data only reflecting the values of a small proportion of the population and obscuring the attitudes of mostly marginalized sections of society towards nature. This would exacerbate biased policies that reflect the values of only a specific section of society. Another drawback of this research method is that manual extraction of large volumes of data is time-consuming and tedious. While automation makes the process more efficient, it can lead to accuracy-related problem as it is difficult to verify the results. In cases where keywords have homonyms and synonyms, for example, care must be taken to ensure that this is accounted for [23]. Finally, research in the field is still in its incipient stage so there remains a lack of understanding on the biases associated with each digital corpus and methodology, implying that the accuracy of these studies is still questionable [24].

As culturomics extracts data produced by users without their explicit informed consent, there are important ethical considerations. Most importantly, the privacy of users must be secured as much as possible. While all social media consumers agree to the terms and conditions of each platform that they contribute content to, not all users are aware of these. Further, the public availability of this data does not imply that the users have given informed consent for the inclusion of their data for research [25,26]. Thus, it is important for the researcher to minimize the data collected, anonymize data, and ensure strict data storage and management protocol to prevent any harm to the users [25]. For example, Sinclair et al. [16,17] used geotagged image analysis to estimate the home locations of Flickr users. Anyone with access to the data could, potentially, locate the user and place them at risk. In order to prevent such threats to individuals, personal identifying features must be removed from images and the data must be stored securely. In addition to ethical behavior towards users, the researchers must also ensure that they are following copyright and database laws of the selected digital corpus. Essentially, ethical conservation culturomics research should be conducted as non-deceptive, covert observations that ensures the privacy of individuals, complies with related laws, and does not misrepresent results [27].

5. CONCLUSION

In view of the anthropogenic causes of the ongoing global biodiversity crisis, conservation culturomics is a promising research method to inform more effective initiatives and policy-measures to mitigate the damage caused by human activities to biodiversity and natural resources. By revealing human perspectives and behaviors towards nature as is observable from user-generated digital data, it can provide insights from a vast spatio-temporal scale with limited investment of time and resources. Furthermore, the capacity for automation makes this method more efficient. The case studies summarized in this paper also indicate the potential for its application in the South Asian context. While it carries limitations for regions with poor internet connectivity and may require sophisticated hardware and software, culturomics can be particularly useful in situations where funding and field access may be limited.
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